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The null-hypothesis significance test based only on a p value can be a mislead-
ing approach to making an inference about the true (population or large-
sample) value of an effect statistic. Inferences based directly on the uncertainty 
in the true magnitude of the statistic are more comprehensible and practical but 
are not provided by statistical packages. I present here a spreadsheet that 
uses the p value, the observed value of the effect and smallest substantial 
values for the effect to make two kinds of magnitude-based inference: non-
clinical (or mechanistic) and clinical. For a non-clinical inference the spread-
sheet shows the effect as unclear if the confidence interval, which represents 
uncertainty about the true value, overlaps values that are substantial in a posi-
tive and negative sense; the effect is otherwise characterized with a statement 
about the chance that it is trivial, positive or negative. For a clinical inference 
the effect is shown as unclear if its chance of benefit is at least promising but 
its risk of harm is unacceptable; the effect is otherwise characterized with a 
statement about the chance that it is trivial, beneficial or harmful. The spread-
sheet allows the researcher to choose the level of confidence (default, 90%) for 
mechanistic inferences and the threshold chances of benefit (default, 25%) and 
harm (default, 0.5%) for clinical inferences. The spreadsheet can be used for 
the most common effect statistics: raw, percent and factor differences in 
means; ratios of rates, risks, odds or counts; correlations (sample size is re-
quired). Inferences about standard deviations are also provided. The calcula-
tions are based on the same assumption of a normal or t sampling distribution 
that underlies the calculation of the p value for these statistics. KEYWORDS: 
clinical decision, confidence limits, null-hypothesis test, practical importance, 
statistical significance. 
Reprint pdf · Reprint doc · Spreadsheets: Bayesian (MBI) · Frequentist 

 
Update Oct 2022. I have modified the Bayesi-
an spreadsheet to allow estimation of chances 
of true magnitudes for a standard deviation 
(SD). The modifications might be useful for 
researchers wishing to assess the sampling 
uncertainty in the magnitude of a measurement 
error. This error is usually derived via the SD of 
change scores or the residual in a mixed model, 
so it can never be negative. That part of the 
spreadsheet (Panel 5) therefore provides chanc-
es that the SD is trivial and chances that it is 
substantial positive, but not substantial nega-
tive. Note that the smallest important and other 
magnitude thresholds for an SD are half those 
of differences or changes in means for the same 
variable and subjects (Smith & Hopkins, 2011).  

I have also provided instructions on estimating 
chances when the SD comes from a random 
effect in a mixed model, which could be useful 
for researchers wishing to assess the sampling 
uncertainty in individual responses or in the SD 
representing heterogeneity (tau) in a meta-
analysis In such cases, the sampling distribution 
of the variance is assumed normal, hence nega-
tive values of variance (and by convention, the 
SD) can occur and are meaningful, hence 
chances of substantial negative variance (and 
negative SD, or factor SD <1.00) can be esti-
mated (Panels 1 and 2). However, the calcula-
tions require a p value derived from the vari-
ance's standard error, which some stats packag-
es do not provide (e.g., R).  

http://sportsci.org/
mailto:will=AT=clear.net.nz?subject=Controlled%20trials
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Finally I have clarified some instructions and 
comments in the spreadsheet, and I restored the 
word inference in places, along with decisions, 
because I think use of the term magnitude-
based inference (MBI) is acceptable again, 
since publication of the article on sampling 
uncertainty in Frontiers in Physiology. 
Update Jan 2020. Forthcoming publications 
will show that the decision process in magni-
tude-based inference is equivalent to several 
frequentist interval hypothesis tests. For con-
sistency with those tests, the Bayesian terms in 
the spreadsheet describing the probability that 
the true effect has a substantial or trivial magni-
tude (possibly, likely, very likely, and most 
likely) have been replaced in a frequentist ver-
sion of the spreadsheet with frequentist terms 
describing compatibility of the data and model 
with those magnitudes (ambiguously, weakly, 
moderately, and strongly compatible). The 
word "chances" in this article can also be inter-
preted as "level of compatibility". The original 
spreadsheet is for researchers who prefer the 
Bayesian interpretation and who opt for a prior 
belief sufficiently vague or weakly informative 
to make no practical difference to the compati-
bility interval and decision. To incorporate a 
more informative prior, first read this article 
and then use the Bayes tab in this spreadsheet. 
Update March 2018. I have removed the para-
graph describing what I thought was an effi-
cient method for constraining the error rates 
with multiple inferences. The Bonferroni meth-
od is now incorporated into the spreadsheet, 
with an accompanying explanatory comment 
that includes a suggestion below for reporting 
multiple inferences. 

One of the first resources I provided for ex-
ercise scientists at A New View of Statistics 10 
years ago was a spreadsheet to convert a p val-
ue (which all stats packages provide) into a 
confidence interval (which many didn't at that 
time). Five years ago I updated the spreadsheet 
to estimate something that no stats packages 
provide directly: the chances that the true value 
of the statistic is trivial or substantial in some 
positive and negative sense, such as beneficial 
and harmful. In this article I present an update 
that uses these chances to generate magnitude-
based inferences. The article will serve as a 
peer-reviewed reference for citing the spread-
sheet or the two kinds of magnitude-based in-

ference described herein: mechanistic and clini-
cal. The article can also be regarded as part of a 
developing trend towards acknowledgement of 
the importance of magnitude in making infer-
ences. Many journals now instruct authors to 
report and interpret effect sizes, but there is a 
need for instructions on how to incorporate 
sampling uncertainty into the interpretation. 
This article and the accompanying spreadsheet 
address that need. 

The spreadsheet is aimed at helping re-
searchers focus on precision of estimation of 
the magnitude of an effect statistic instead of 
the misleading null-hypothesis test based on a p 
value, when using data from a sample to make 
an inference about the true, population or infi-
nite-sample value of the effect. The confidence 
interval represents uncertainty in the estimate of 
the true value of the statistic–in plain language, 
how big or small the true effect could be. Alan 
Batterham and I have already presented an 
intuitively appealing vaguely Bayesian ap-
proach to using the confidence interval to make 
what we call magnitude-based inferences 
(Batterham & Hopkins, 2005, 2006): if the true 
value could be substantial in both a positive and 
negative sense, the effect is unclear; otherwise 
it is clear and is deemed to have the magnitude 
of the observed value, preferably qualified with 
a probabilistic term (possibly trivial, very likely 
positive, and so on). We chose a default level of 
90% for the confidence interval, which is con-
sistent with an unclear effect having >5% 
chance of being positive and >5% chance of 
being negative. This approach is now included 
in the spreadsheet as a mechanistic inference. 
When an effect is unclear, the spreadsheet in-
structs the user to get more data. The spread-
sheet allows the user to choose levels for the 
confidence interval other than 90% and to set 
values for chances defining the qualitative 
probabilistic terms. The qualitative terms and 
the default values are: most unlikely, <0.5%; 
very unlikely, 0.5-5%; unlikely, 5-25%; possi-
bly, 25-75%; likely, 75-95%; very likely, 95-
99.5%; and most likely,  >99.5%. 

In our article about magnitude-based infer-
ences, Batterham and I did not distinguish be-
tween inferences about the clinical or practical 
vs the mechanistic importance of an effect. I 
subsequently realized that there is an important 
difference, after publishing an article last year 
on two new methods of sample-size estimation 

http://newstats.org/
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(Hopkins, 2006a). The first new method, based 
on an acceptably narrow width of the confi-
dence interval, gives a sample size that is ap-
propriate for the mechanistic inference de-
scribed above. The other method, based on 
acceptably low rates of making what I de-
scribed as Type 1 and Type 2 clinical errors, 
can give a different sample size, appropriate for 
a decision to use or not to use an effect; such a 
decision defines a clinical (or practical) infer-
ence.  

The meaning and wording of an inference 
about clinical utility differ from those of a 
mechanistic inference. It is in the nature of 
decisions about the clinical application of ef-
fects that the chance of using a harmful effect (a 
Type 1 clinical error) has to be a lot less than 
the chance of not using a beneficial effect (a 
Type 2 clinical error), no matter how small 
these chances might be. For example, if the 
chance of harm was 2%, the chance of benefit 
would have to be much more than 2% before 
you would consider using a treatment, if you 
would use it at all. I have opted for default 
thresholds of 0.5% for harm (the boundary 
between most unlikely and very unlikely) and 
25% for benefit (the boundary between unlikely 
and possibly), partly because these give a sam-
ple size about the same as that for an acceptably 
narrow 90% confidence interval. An effect is 
therefore clinically unclear with these thresh-
olds if the chance of benefit is >25% and the 
chance of harm is >0.5%; that is, if the chance 
of benefit is at least promising but the risk of 
harm is unacceptable. The effect is otherwise 
clinically clear: beneficial if the chance of bene-
fit is >25%, and trivial or harmful for other 
outcomes, depending on the observed value. 
The spreadsheet instructs the user whether or 
not to use the effect and, for an unclear effect, 
to get more data. Thresholds other than 0.5% 
and 25% can also be chosen. 

I invite you to explore the differences be-
tween statistical, mechanistic and clinical infer-
ences for an effect by inserting various p val-
ues, observed values and threshold important 
values for the effect into the spreadsheet. Use 
the kind of effect you are most familiar with, so 
you can judge the sense of the inferences. You 
will find that statistically significant and non-
significant are often not the same as mechanis-
tically or clinically clear and unclear. You will 
also find that a mechanistic and a clinical infer-

ence for the same data will sometimes appear to 
part company, even when they are both clear; 
for example, an effect with a chance of benefit 
of 30% and chance of harm of 0.3% is mecha-
nistically possibly trivial but clinically possibly 
beneficial. With a suboptimal sample size an 
effect can be mechanistically unclear but clini-
cally clear or vice versa. These differences are 
an inevitable consequence of the fact that 
thresholds for substantially positive and nega-
tive effects are of equal importance from a 
mechanistic perspective but unequal when one 
is a threshold for benefit and the other is a 
threshold for harm. To report inferences in a 
publication, I suggest we show 90% confidence 
intervals and the mechanistic inference for all 
effects but indicate also the clinical inference 
for those effects that have a direct application to 
health or performance. 

With its unequal values for clinical Type 1 
and Type 2 errors, a clinical inference is super-
ficially similar to a statistical inference based 
on statistical Type I and II errors. The main 
difference is that a clinical inference uses 
thresholds for benefit and harm, whereas a 
statistical inference uses the null rather than the 
threshold for harm. Which is the more appro-
priate approach for making decisions about 
using effects with patients and clients? I have 
no doubt that a study of a clinically or practical-
ly important effect should be designed and 
analyzed with the chance of harm up front. Use 
of the null entails sample sizes that, in my view, 
are too large and decisions that are therefore too 
conservative. For example, it is easy to show 
with my spreadsheet for sample-size estimation 
that a statistically significant effect in a study 
designed with the usual default Type I and II 
statistical errors of 5% and 20% has a risk of 
harm of less than one in a million, and usually 
much less. Thus there will be too many occa-
sions when a clinically beneficial effect ends up 
not being used because it is not statistically 
significant. Statistical significance becomes less 
conservative with suboptimal sample sizes: for 
example, a change in the mean of 1 unit with a 
threshold for benefit of 0.2 units is a moderate 
effect using a modified Cohen scale (Hopkins, 
2006c), but if this effect was only just signifi-
cant (p = 0.04) because of a small sample size, 
the risk of harm would be 0.8%. Supraoptimal 
sample sizes can produce a different kind of 
problem: statistically significant effects that are 
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likely to be clinically useless. Basing clinical 
decisions directly on chances of benefit and 
harm avoids these inconsistencies with clinical 
decisions based on statistical significance, alt-
hough there is bound to be disagreement about 
the threshold chances of benefit and harm for 
making clinical decisions. 

Depending on the clinical situation, some 
researchers may consider that 0.5% for the risk 
of harm is not conservative enough. I ask them 
to consider that, in other situations, 0.5% may 
be too conservative. For example, an athlete 
would probably run a 2% risk of harm for a 
strategy with an 85% chance of benefit, which 
would be the outcome in a study with a subop-
timal sample size that produced a p value of 
0.12 for an observed enhancement in perfor-
mance of 3.0 units (e.g., power output in per-
cent), when the smallest important threshold is 
1.0 unit. This example demonstrates that the 
threshold for an acceptable risk of harm may 
need to move with the chance of benefit, per-
haps by keeping a constant ratio for odds of 
benefit to harm. Table 1 shows chances that all 
have approximately the same odds ratio (~50) 
and that could represent thresholds for the deci-
sion to use an effect in studies with sample 
sizes that turn out to be suboptimal or su-
praoptimal. The highest thresholds in the table 
(>75% for benefit and <5% for harm) are con-
sistent with the common-sense decision to use 
an effect that is likely to be beneficial, provided 
it is very unlikely to be harmful.  

 

 
Mechanistic and clinical inferences evident-

ly require the researcher to find answers to 
sometimes difficult questions. Greg Atkinson 
has called attention to some of these questions 
in an article in the current issue of this journal 
(Atkinson, 2007). Is it appropriate to base a 

mechanistic decision on the way in which a 
symmetrical confidence interval overlaps sub-
stantially positive and negative values?  Is it 
appropriate to base a clinical decision on 
chances of benefit and harm?  What is the ap-
propriate default level for a confidence inter-
val?  What are appropriate thresholds for 
chances of benefit and harm for a clinical deci-
sion?  What are appropriate threshold values of 
benefit and harm for the effect statistic?  I have 
attempted to answer these questions by reading 
and by reflecting on experience. Another diffi-
cult issue neither Greg nor I have addressed is 
the dollar value of benefit, the dollar cost of 
harm, and the dollar cost of using an effect, all 
of which need to be factored somehow into a 
clinical decision. For me, defaulting to an infer-
ence based on a null-hypothesis test in the face 
of these difficulties is not an option. In any 
case, using an hypothesis test to make a clinical 
decision requires answers to the same or similar 
difficult questions about thresholds for magni-
tude, thresholds for Type I and II errors, dollar 
value and dollar costs. 

Researchers who champion statistical signif-
icance should be wary of any sense of security 
in the conservatism of their inferences. Con-
founding and other biases arising from poor 
design or experimentation can make a harmful 
effect appear beneficial with a vanishingly 
small p value or chance of harm. Even when 
there are no biases, all the inferences described 
in this article relate only to a population mean 
effect, not to effects on individuals. An effect 
could therefore be beneficial on average but 
harmful to a substantial proportion of subjects, 
yet the p value and chance of harm will again 
be vanishingly small with a large enough sam-
ple. Larger representative samples are needed to 
adequately characterize such individual differ-
ences or responses, and also to quantify any 
harmful (or beneficial) side effects of experi-
mental treatments. It seems to me that research-
ers, reviewers and editors should be less con-
cerned about getting p<0.05 and more con-
cerned about reducing biases, characterizing 
individual responses and quantifying side ef-
fects. 

The spreadsheet now includes a Bonferroni 
type of adjustment for the inflation of the 
chance of making at least one error when you 
make inferences about more than one effect. 
Although I agree with others (e.g., Perneger, 

Table 1. Combinations of threshold chances of 
benefit and harm with the same approximate 
odds ratio (~50) for decisions to use effects 
when sample size is suboptimal, optimal and 
supraoptimal. 

Chances of  
benefit harm Sample size 

>75 <5 
suboptimal 

>50 <1.5 
>25 <0.5 optimal 
>10 <0.2 

supraoptimal 
>5 <0.1 
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1998) who have advised against reducing the p 
value for declaring statistical significance with 
each inference, I think it is appropriate to high-
light effects that are still clear with the Bonfer-
roni adjustment.  For example,  with five inde-
pendent effects, show 90% confidence inter-
vals, but highlight non-clinical effects that 
would still be clear at the 98% level (100-
10/5=98), and clinical effects that would still be 
clear with <0.1% risk of harm (0.5/5=0.10). 
You can highlight such effects in a table by 
showing them in bold, with an explanatory 
footnote. 

You should be aware of the upward bias in 
magnitude that occurs when choosing the larg-
est of several effects with overlapping confi-
dence intervals. The accompanying supplemen-
tary spreadsheet uses simulation to show that, 
for two effects of about equal magnitude, the 
bias is ~0.5 of the average standard error, or 
about one-sixth the average 90% confidence 
interval. Bias increases with more effects but 
decreases as true differences between the ef-
fects increase.  

Finally, some technical issues… I devised 
the formulae for confidence intervals and 
chances of benefit and harm using the same 
statistical first principles that underlie the calcu-
lation of p values. The effect statistic or its 
appropriate transformation is assumed to have 
either a t sampling distribution (raw, percent or 
factor differences between means) or a normal 
sampling distribution (rate, risk or odds ratios 
and correlation coefficients). The central-limit 
theorem practically guarantees that this assump-
tion is not violated for all but the smallest sam-
ple sizes of the most non-normally distributed 
data. The log transformation is used for factor 
effects and ratios. Percent effects need to be 
converted to factor effects, as explained in the 
spreadsheet. The Fisher (1921) z transformation 
is used for correlations, and a sample size rather 
than a p value is required. There are also panels 
for calculating the confidence interval for a 
standard deviation using the chi-squared distri-
bution and for comparing two standard devia-
tions using the F distribution. 

In the unlikely event that you want to make 
a clinical inference for a difference in means or 
a ratio for which you have confidence limits but 
no p value, download the spreadsheet for com-
bining independent groups. Insert the values of 
the effect, the confidence limits and the small-

est  important effect into the sheet for >2 
groups, with a weighting factor of 1 for the 
effect (Hopkins, 2006b). 

Acknowledgment: Patria Hume and Darrell 
Bonetti contributed to the idea of using higher 
thresholds for risk of harm with higher chances 
of benefit. 
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Response to Reviewer's Comments 

Weimo Zhu made the following comment: 
"Overall, you have addressed a very important 
topic and have provided the field with a possi-
ble solution to the problem." He also made 
numerous useful suggestions I have complied 
with.  

Weimo wanted me to remove "P value" 
from the title, because I use more than just the P 
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value to derive inferences. This suggestion is 
reasonable, but the title is nevertheless correct 
as it stands, and I think there is a need for em-
phasis on the P value. I have added extra words 
in the Abstract to make it clear that the ob-
served value and smallest substantial values of 
the effect are also needed. He also suggested 
that I should cite and acknowledge the works 
by "early pioneers" [for the vaguely Bayesian  
interpretation of the confidence interval]. Alan 
Batterham and I could find no earlier reference 
for the way in which we use the confidence 
interval to declare an effect clear or unclear. 
Alan is usually very thorough with literature 
searches.  
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